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Motivat ion Method

Latent  Space

- Our method extracts object  surfaces by performing 

an octree t raversal  recursively

- Each cell encodes occupancy, local SDF and normals

- Large datasets can be encoded with high surface 

reconstruction quality and 99%  less storage space

- Represent an arbitrary number of  objects compactly 

- Implicit representations of 3D objects scale poorly 

- Learn a recursive hierarchical  latent  space  which 

promotes reusability of parts across shapes

- We extract object surfaces in real  t ime at inference 

- Latent  vector fusion ablation for LoD propagation
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- LoD 0 - similar latent  vectors encode similar 

geometries and show a clear class separation

- Higher LoDs - the projected latent space is 

increasingly shared by dif ferent classes

- Generalization and Chamfer distance vs #  objects

- Shape Reconstruct ion: we train one model for an entire 

dataset,  outperforming even single object baselines 

- Nearest  neighbors in latent space encode similar 

shapes at the same LoD (based on Euclidean distance)

- Similar shape latents are used at dif ferent global 

positions, as indicated by the colored points

- Our method reuses common geometric primit ives 
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